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A B S T R A C T

Previous studies conducted on subjects with dysphonetic dyslexia (DD) reported inefficient timing integration of
information from various brain areas. This dysregulation has been referred as neuronal dyschronia or timing
deficiency. The present study examines the effective brain connectivity in Dysphonetic Dyslexic subjects (DD)
compared to a group of subjects with non-specific reading delay (NSRD). The hypothesis is that the timing defect
should be reflected also in the effective connectivity and the subjects with developmental dyslexia have an
altered information flow different from the group of children with non-specific reading delay. The quantitative
EEG at the sources of 184 children with DD was compared with that of 43 children with NRSD. The Isolated
Effective Coherence (iCoh) was calculated among 17 brain regions data driven selected. To assess statistical
differences in the EEG connectivity between the two groups, a Linear Mixed Effect (LME) model was applied.
Two very important areas perform as hubs in the information flow: one is the left calcarine sulcus, which is more
active in the DD group. The second is the left rolandic operculum, which is more active in the NSRD group. In the
DD group, the calcarine sulcus is sending information to the right postcentral gyrus, the left paracentral gyrus,
the right angular gyrus and the right supplementary motor area. This flow of information occurs in almost all
frequency bands, including delta and theta band. Slow connections may indicate less efficient or even patho-
logical information flow. We consider this as a neurophysiological evidence of Boder's model of dyslexia.

1. Introduction

Numerous clinical observations have reported that subjects with
developmental dyslexia have difficulty in motor organization when
they execute neuromotor tasks (Fog and Fog, 1963; Abercrombie et al.,
1964; Connoly and Stratton, 1968) both simple (Denhoff et al., 1968;
Lewis et al., 1970; Pyfer and Carlson, 1972; Bruininks and Bruininks,
1977) and complex (Owen et al., 1971; Klicpera et al., 1981). These
difficulties in execution of motor tasks are associated with minor motor
neurological signs as dysrhythmia, kinetic movements or mirror
movements (Adams et al., 1974; Kennard, 1960; Stine et al., 1975;
Wolff and Hurwitz, 1973). These motor impairments have been related
with a disturbance in time organization in the performance of motor
skills (Klicpera et al., 1981; Denckla, 1973). More recently, Nicolson

and Fawcett (2005) reported that dyslexic children have difficulties
when required to undertake fast, fluent, over learned skills, or novel
skills that involve the blending of two actions and their performance
after extensive practice is slower and more error-prone. These multiple
clinical and behavioral observations are further confirmed at the neu-
rophysiological level. Llinás (1993) supports the hypothesis that at the
base of dyslexia there might be a neuronal dyschronia that lead to in-
efficient integration of information from various brain areas.

Chiarenza et al. (1982) recording the movement related potentials,
showed that subjects with dyslexia do not only suffer from a phonolo-
gical or a gestalt deficit, but also from a praxic disorder in which praxic
abilities, such as motor programming, sequential and sensory-motor
integration and evaluation processes, are somehow defective
(Chiarenza, 1990). A defect or an excess of absolute power in the
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various frequency bands in different brain areas have been frequently
reported by many authors (Chabot et al., 2001; John et al., 1983; Duffy
et al., 1980) using quantitative EEG (qEEG). Very recently Bosch-
Bayard et al. (2018) comparing subjects with a dysphonetic dyslexia to
subjects with a non-specific reading delay demonstrated that subjects
with DD had significantly greater activity in delta and theta bands in
the frontal, central and parietal areas bilaterally compared to the
children with NSRD. All together these results clearly indicate that
dyslexic children show a timing deficit or dyschronia in different brain
regions which is evident both in the temporal and the frequency do-
main.

Recently, several researchers have investigated structural and
functional connectivity in normal readers and in subjects with dyslexia.

Lou et al. (2019) using constrained spherical deconvolution trac-
tography reported that the network connecting the left-occipital-tem-
poral cortex and temporo-parietal cortex had decreased streamlines in
dyslexic children suggesting a disconnection in a local subnetwork in
the left hemisphere in dyslexia. Furthermore, Muller-Axt et al. (2017)
using MRI and tractography reported that individuals with dyslexia
have reduced structural connections in the direct pathway between the
lateral geniculate nucleus and left middle temporal area V5/MT.
Functional magnetic resonance imaging (fMRI) studies have high-
lighted three left-hemisphere areas which reveal an alteration in sub-
jects with dyslexia (Shaywitz et al., 2002; Kronbichler et al., 2006).
These regions are the parieto-temporal region, the inferior frontal
gyrus, the occipito-temporal region, including the visual word-form
area, responsible for rapid word recognition (Cohen et al., 2000; Cohen
and Dehaene, 2004; Dehaene et al., 2005; Vinckier et al., 2007; Price
and Devlin, 2011; Van der Mark et al., 2011). These areas and the
homologous regions which are located in the right-hemisphere show
either an over or an under activation during reading tasks in dyslexic
subjects compared with non-impaired readers, in both children and
adults (Finn et al., 2017; Horowitz-Kraus et al., 2016; Morken et al.,
2017; Schurz et al., 2015; Shaywitz et al., 2002; Price and Mechelli,
2005; Shaywitz and Shaywitz, 2005; Richlan et al., 2011; Richlan,
2012).

Koyama et al. (2011) have also pointed out a stronger coupling
among motor regions, as well as between language/speech regions.
Besides, a greater connectivity has been found in subjects with dyslexia
between the fusiform gyrus and the right anterior cingulate cortex
(Horowitz-Kraus and Holland, 2015). In addition, Feng et al. (2017)
showed an increased connectivity at the level of the cerebellum. Further
hyper-connectivity has been described between cortical structures, such
as lateral pre-frontal cortex, pre-motor cortex and subcortical struc-
tures, namely the thalamus (Fan et al., 2014). Similar results have been
also obtained with qEEG. Hypo and hyper-connectivity have been ob-
served in subjects with dyslexia in the occipito-temporal areas (Žarić
et al., 2017), the frontal lobes (Horowitz-Kraus et al., 2016; Arns et al.,
2007), and the central-parietal cortex (Stokić et al., 2011).

Using magnetoencephalography, Frye et al. (2012) demonstrated an
increased gamma connectivity between the left temporo-parietal areas
and other brain regions. Poorer phonological decoding was associated
with increased influence of the right temporo-parietal areas on the in-
ferior frontal areas and the ventral occipital–temporal areas in dyslexic
children (Pugh et al., 2000).

These connectivity studies just referred to are based on measures of
functional connectivity such as coherence which do not allow to infer
effective connectivity.

The present study overcomes this limitation by examining the ef-
fective brain connectivity in dyslexic subjects compared to a group of
subjects with non-specific reading delay. The hypothesis is that the
timing defect or dyschronia should be reflected also in the effective
connectivity and the subjects with developmental dyslexia have a dif-
ferent pattern of information flow compared to the group of children
with non-specific reading delay. For this purpose, the Isolated Effective
Coherence (iCoh) (Pascual-Marqui et al., 2014a, 2014b) between data-

driven selected regions is used as tool to quantify directed effective
connections.

2. Material and method

2.1. Subjects

We used the same sample of subjects described in Bosch-Bayard
et al. (2018). One-hundred-eighty-four subjects with dysphonetic dys-
lexia, 121 males (mean age 9.4; SD 1.9) and 63 females (mean age 8.8;
SD 1.8) were compared with 43 children with non-specific reading
delay, 26 males (mean age 9.9; SD 1.9) and 17 females (mean age 9.6;
SD 2.4).

2.2. Clinical protocol

The following protocol was administered for the clinical assessment.
By interviewing the parents, it was obtained information on a number
of items: demographics, parents' qualification, medical and psychiatric
history including the presence of language delay or specific language
disorders, previous and concomitant medications and the eventual type
of speech therapy performed during the first visit, after explaining the
purpose and the procedures of the study the parents/caretaker, ado-
lescents and children gave their informed consent. Then, physical and
neurological examination, EEG, Amsterdam Neuropsychological Test
(ANT) (De Sonneville, 2014), and a battery to test executive functions
and attention, were carried out.

The dyslexia diagnosis was carried out according to the Diagnostic
and Statistical Manual of Mental Disorders (Diagnostic and Statistical
Manual of Mental Disorders, 2013) criteria with the administration of the
following tests: (a) WISC III, (b) reading tests for primary school
(Cornoldi and Colpo, 2011), and for secondary school (Cornoldi and
Colpo, 2012) providing accuracy and speed scores in reading aloud age-
normed texts, (c) single word and non-word reading, also providing
speed and accuracy scores for each grade: the battery for the assessment
of dyslexia and developmental dysortography (Sartori et al., 2007), and
(d) the Direct test of Reading and Spelling (Chiarenza and Bindelli,
2001; Chiarenza, 2010). If the anamnesis indicates difficulties in
mathematics, a battery for dyscalculia (Cornoldi et al., 2002; Cornoldi
and Cazzola, 2003) or the battery for the assessment of developmental
dyscalculia (Biancardi et al., 2004) were carried out. The presence of
dysgraphia was assessed with Scala Sintetica per la Valutazione della
Scrittura in Età Evolutiva (BHK) (Di Brina and Rossini, 2011) and
Batteria per la Valutazione della Scrittura e della Competenza Orto-
grafica (BVSCO) tests (Tressoldi et al., 2012).

In 48 subjects out of 184, dyslexia was associated with dysorto-
graphy (26%), in 6 subjects with dysgraphia (3.3%), in 8 subjects with
dyscalculia (4.3%), and in 14 subjects with dysortography, dysgraphia
and dyscalculia (7.6%). Eight DD subjects had a previous diagnosis of
Specific Language Disorder (SLD). Of these 8 subjects, five DD children
received speech therapy lasting 12–48 months. Of the group of 43
subjects with NSRD, 11 subjects were dysortographic (26%), 2 subjects
dysgraphic (4.7%), 3 subjects had dyscalculia (7%) and 4 subjects had
dysortography, dysgraphia and dyscalculia (9.3%). One subject with
NSRD had a previous diagnosis of specific language disorder (SLD). No
therapy had been prescribed for this subject with NSRD.

The most frequent comorbidity in both groups was Attention Deficit
and Hyperactivity Disorder (ADHD). In the DD group, 34 subjects
(18.5% of total DD subjects) were affected by ADHD: 16 subjects
(47.0%) had ADHD of inattentive subtype, 18 subjects (52.9%) had
ADHD of combined subtype. In the group of subjects with NSRD, 12
subjects were affected by ADHD (28% of the total subjects with NSRD):
6 subjects had ADHD of inattentive type (50%), 5 subjects had ADHD
combined subtype (41.7%) and 1 subject with ADHD not specified
(8.3%). The 184 DD subjects had a mean Full-Scale Intelligent Quotient
(FSIQ) of 101.4 (SD: 10.9), a mean Verbal Intelligent Quotient (VIQ) of
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99.6 (SD: 11.7) and a mean Performance Intelligent Quotient (PIQ) of
103.4 (SD: 12.1). The 43 subjects with NSRD had a mean FSIQ of
(105.5(SD: 9.2), mean VIQ of 103.9 (SD: 12.1) and a mean PIQ of
106.6(SD: 10.0).

All subjects had neurological examination within normal limits.
None of the subjects had taken or were taking any type of drugs.

2.2.1. Exclusion criteria
Presence of documented psychiatric disorders in parents, a docu-

mented history of Bipolar disorders, history of psychosis or pervasive
developmental disorder, seizure disorder, head injury with loss of
consciousness or concussion, migraine, neurological/systemic medical
disease (e.g., lupus, diabetes) or history of stroke or arterious-venus
malformation or brain surgery were considered an exclusion criterion.
Functional comorbidities such as visual or auditory processing pro-
blems were documented with IQ testing. The presence of ADHD or mild
anxiety disorders were not exclusion criteria.

2.3. The direct test reading and spelling (DTRS)

The DTRS was used to identify the different subtype of dyslexia
according to Boder's model (Boder, 1973) and the pattern of non-spe-
cific reading delay. The DTRS is a self-administered and self-paced task
(Chiarenza and Bindelli, 2001; Chiarenza, 2010) that consists of a
reading and spelling test. The reading test has 15 lists consisting of 20
words each, ordered by increasing difficulty according to numbers of
syllables and orthographic difficulties. The first four are for the first
grade of the primary school; the other 10, two for each grade, for the
other five grades and the last one for the sixth grade. The subject de-
cides spontaneously by pressing a button with the dominant hand to
display on a screen the word to be read aloud. The words lists are
presented in two ways: ‘flash’ and ‘untimed’ mode. In ‘flash mode’ the
word appears for 250 ms, which determines the child's sight vocabulary
(i.e., the words the child recognizes instantly as whole word config-
uration or gestalts). If he misreads the word or does not read it at all the
child is asked to try again and, the word appears for 10 s ‘untimed
mode’, which calls upon the child's ability to analyze unfamiliar words
phonetically (i.e., his word analysis-synthesis skills). The highest-grade
level at which the child's sight vocabulary includes at least 50% of the
word list is considered his reading level (RL).

The spelling test is complementary to the reading test. It consists of
dictating to the subject two lists of ten words each: a list of known
words chosen from the ‘sight vocabulary’, and a list of unknown words,
chosen from those unread or read with great difficulty during ‘untimed
mode’ (i.e., not in sight vocabulary). Analysis of the spelling of ‘known
words’ reveals the child's ability to ‘revisualize’ the words in his sight
vocabulary, and analysis of the ‘unknown words’ list reveals his ability
to spell words not in his sight vocabulary. Thus, the two spelling lists
are designed to tap the central visual and auditory processes necessary
for spelling, in the same way that the ‘flash’ and ‘untimed mode’ of the
reading test tap the central visual and auditory processes necessary for
reading.

At the end of the reading test the computer automatically provides
the reading level (‘RL’), the reading age (‘RA’), and the reading quotient
(‘RQ’): the ratio between ‘RA’ and chronological age.

(CA) (RQ = (RA/CA) 100). Finally, the identification of the dys-
phonetic reading-spelling pattern and that one of unspecific reading
delay is based on the child's performance in three basic diagnostic in-
dicators: % of words spelled correctly in the known list, % of words
spelled correctly in the unknown list and the reading quotient. The
dysphonetic pattern is present when the child has a percentage of words
correctly spelled in the two lists< 70% and a reading quotient> 67;
the non-specific reading delay pattern is present when the child has a
percentage of words correctly spelled in the two lists> 70 and a
reading quotient of< 90.

2.4. Neurophysiologic assessment and data analysis

2.4.1. EEG data acquisition
The EEG was recorded at 19 leads of the 1020 International

Positioning System (S10–20), using Electro-caps referenced to linked
earlobes (electrode impedances below 5000 Ohms, amplifiers with
bandpass from 0.5 to 70 Hz). Twenty minutes of eyes closed resting EEG
were recorded at sample rate 256 Hz with 12-bit resolution. A differ-
ential eye channel (diagonally placed above and below the eye orbit)
was used for detection of eye movements. All EEG data were collected
on the same digital system to achieve amplifier equivalence. All the
patients were recorded in the morning and instructed to keep their eyes
closed and stay awake. The technician was aware of the subject's state
to avoid drowsiness. Additionally, patients were monitored with a
closed-circuit television system.

2.4.2. EEG preprocessing
EEG experts visually edited the raw EEG data to select EEG epochs

of stationary signals, free of transient events due to either biological
(e.g., muscle movement, EMG) as well as non-biological (e.g., electrical
noise in the room) artifacts. In this way, 30 artifact-free epochs of 2.56 s
(256 time points at sampling rate 100 Hz) were selected for each sub-
ject.

The analysis of EEG signals to describe the background activity is
based on the selection of quasi-stationary segments. This type of ana-
lysis does not include transient elements present in the EEG activity,
which appear recurrently during an EEG recording. Taking epochs of
2.56 s is a quite common practice when analyzing EEG resting state to
guarantee the stationarity of the signal. It has been demonstrated that
the EEG background activity is composed of stationary segments with
duration between 2 and 20 s (Jansen, 1979; Michael and Houchin,
1979; Niedermeyer et al., 2010 (Chapter 54); Praetorius et al., 1977).
Since the signals are stationary, all epochs contain the same statistical
properties and therefore, selecting 30 epochs of artifact free EEG is an
adequate number for obtaining smooth statistical estimators of the
subjects' brain signals, by averaging among epochs.

It should be emphasized that in our case, EEG segmentation is based
only in human experts' visual selection, without the use of automatic
procedures for cleaning the signals. Artifactual segments were not in-
cluded in the analysis. Using the original raw EEG signals for the ana-
lysis ensures that the statistical properties are preserved, avoiding dis-
tortions produced by artifact removal software.

2.4.3. Unmixed estimation of the primary current at the sources
The EEG signal at each scalp location is the combined effect of

primary (sources) at different places of the cortex, due to the volume
conduction effect (Nunez and Srinivasan, 2009). This causes that cal-
culating the brain connectivity between the EEG signals at the scalp
does not show the real patterns of physiological connections in the
brain. To overcome this, recent results suggest that brain connectivity
analysis must be performed at the source level after applying some type
of inverse method that infers the current sources from the scalp voltage.

However, such estimates of current sources attenuate, but do not
completely eliminate the volume conduction issues (Biscay et al.,
2018). There still remains some amount of mixing (blurring) of the
signals at the estimated sources level (also known as the leakage pro-
blem) though it is more local than at the scalp voltage level, depending
on the resolution matrix of the adopted inverse method (Biscay et al.,
2018). They have a confounding effect in brain connectivity analysis at
the estimated sources.

To overcome this drawback, we follow the methodology developed
by Biscay et al. (2018). They provided a method, based on the analysis
of the resolution matrix of the adopted inverse method, to solve the
leakage at the sources (i.e., unmixing the signals) that works for any
linear inverse method, such as the different versions of the Minimum
Norm solution or the Loreta family.
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They also demonstrated that there is a strong limitation for un-
mixing the signals at the EEG sources using linear methods which is that
the highest number of EEG signals that can be unmixed at the sources is
the number of electrodes minus 1. This is a general mathematical
limitation which affects any kind of unmixing algorithm using inverse
linear methods. This means that, for example, if the number of elec-
trodes at the scalp is 128, it will be possible to obtain up to 127 un-
mixed ROIs. In our case, since our EEG recordings contain 19 elec-
trodes, the maximum number of unmixed ROIs we can obtain is 18.
However, to stay safe, avoiding the possibility of working in the
boundaries of non-inversible matrices that can be created by 18 ROIs,
we take only 17.

The method they proposed for unmixing the signals at the sources,
while limited by the number of electrodes, can be applied both to the
signal of individual voxels as well as to regions of interest (ROIs) as
patches of the brain. The only requirement for these patches is that they
must be disjoint, but they can cover or not the whole gray matter. The
activity of the voxels inside each ROI is averaged by the method, so the
solution that is obtained by such procedure is a constant piece-wise
solution over all the ROIs. Therefore, the ROIs should be selected in a
way that each one approximately represents a functional unit.

Thus, following Biscay et al. (2018), to obtain unmixed signals at
the sources, the first step is to define the ROIs which signals will be
unmixed. Since their number depends on the number of electrodes (19
in our case), we can define only up to 18 ROIs. To avoid working near
the boundaries of singular matrices, instead of 18 ROIS, we only con-
sidered unmixing 17 ROIs. This guarantees more numerical stability of
all procedures.

To select the 17 ROIs, different criteria may be used. One option is
to select regions based in a previous neurophysiological knowledge of
the areas we expect are more relevant to our problem. But this proce-
dure may leave out areas which are in fact involved but have not been
previously reported or that are out of our preconceptions. Another more
realistic option is to select the ROIs by some data driven procedure,
which extracts the ROIs more related to our interest from the data.

In our case, we choose the option of selecting the ROIs from a data
driven procedure, which is described as follows:

a) First, we estimate the current distribution over all the sources lo-
cated in the gray matter. For this, we used the Montreal
Neurological Institute (MNI) template (Evans et al., 1993, 1994) and
a grid defined over its gray matter segmentation, which contains
3244 voxels covering the whole gray matter, i.e., it is a volumetric
solution. We modeled the forward problem with a volumetric lead
field using a 3 concentric spheres approach, according to (Riera and
Fuentes, 1998), using the standard positions of the International
1020 electrodes system. To project back the EEG at the scalp to the
sources we used the sLoreta (Pascual-Marqui, 2002) inverse method.
Using sLoreta as inverse method is not critical for our purpose.
Biscay et al. (2018) have demonstrated that the unmixing algorithm
performs equally well for any linear inverse method. In this case,
sLoreta was selected because it is easy to calculate and it also
achieves the property of zero localization error, in one dipole si-
mulations.

b) The sLoreta algorithm was applied to each of the 30 epochs of ar-
tifact free EEG for each subject, described in Section 2.4.2. Estimates
for the current at the 3244 voxels for each time point of each epoch
and subject were obtained. This information is still in the time do-
main.

c) To reduce spatial dimensionality, such source data were summar-
ized by its average within regions, using the Automatic Anatomical
Labeling (AAL) parcellation of the MNI template (Tzourio-Mazoyer
et al., 2002), which divides the brain in 90 regions, excluding those
belonging to the cerebellum. Although this atlas has been sometimes
criticized for providing a rather coarse segmentation of some brain
regions, especially the frontal regions, it is still one of the most used

segmentations in the literature. As result of this step, each epoch
was reduced from 3244 voxels to 90 regions at 256 instants of time.

d) For each EEG epoch, a correlation matrix for the 90 regions was
calculated. The correlations matrices of all epochs for each subject
were averaged, producing one correlation matrix for each subject in
each group. To make a more realistic estimate of the correlations
among the regions, for each subject we eliminate 15% of the epochs
with the higher and lower correlations, which may be considered as
outliers.

e) The correlation values were transformed to Z-Fisher scores, to ob-
tain approximately Gaussian distribution.

f) To find out which correlations were different between the two
groups, t-student tests for all Z-Fisher scores were performed. They
were corrected using the permutations technique to account for
multi comparisons (Galan et al., 1994).

g) Finally, we selected our 17 ROIs from the total number of ROIs
which showed the higher significant differences between the groups.

Here we emphasize that the correlations analysis from d) to g) was
only performed to select the potentially relevant ROIs but it was not
used to assess the connectivity between the brain regions in the two
groups. The reason for that is that correlations only captures not di-
rected effective connectivity; they cannot differentiate from direct and
indirect information flow and they cannot provide the direction of the
information flow. After selecting the 17 ROIs, we have reduced the
problem from epochs of 3244 sources to 17 sources in the time domain.

Finally, the algorithm described in Biscay et al. (2018) is then ap-
plied to the source time signals of the 17 ROIs to unmix them, elim-
inating the leakage effect that still remains after the inverse method.
This prevents spurious dependencies in the connectivity analysis due to
leakage, so providing clearer interpretation and neurophysiological
relevance.

The unmixed signals are submitted to the connectivity analysis, as
described below.

2.4.4. EEG based brain connectivity source analysis: assessing direct paths
of intra-cortical causal information flow of oscillatory activity with the
isolated effective coherence (iCoh)

To assess the causal connectivity patterns between the different
brain regions in each subject, the “Isolated Effective Coherence” (iCoh)
(Pascual-Marqui et al., 2014a, 2014b) is used. iCoh is a direct and di-
rected measure of causal information flow in the frequency domain,
developed under the concept of Akaike's Noise Contribution Ratio
(NCR) (Akaike, 1968). Akaike's NCR is a spectral causality measure-
ment that is even prior to Granger's causality, which was defined in the
time domain (Granger, 1969). In fact, posterior causality measurements
which have been understood as extensions of the Granger causality to
the frequency domain (Baccala and Sameshima, 2001; Baccala et al.,
2007; Kamiński and Blinowska, 1991; Saito and Harashima, 1981) are
indeed nearer to Akaike's seminal concept than to Granger's (for a
mathematical demonstration see Pascual-Marqui et al., 2014a, 2014b).

iCoh estimates the partial coherence among the nodes in a dynamic
system under a multivariate autoregressive model, after setting to zero
all possible variables associations, other than the particular directional
association of interest. The partial coherence is a measure of association
between two complex random variables after removing the effect of
other measured variables. The difference between iCoh and NCR is that
while NCR accounts for all connections direct and indirect without
distinction among the nodes of the network, iCoh can separate direct
from indirect connections keeping only the direct ones.

The iCoh index between any pair of variables (ROIs) Xi and Xj in a
system, can be calculated in the two directions: from Xi towards Xj and
from Xj towards Xi. The iCoh from Xi towards Xj is defined as the partial
coherence between them (at each frequency) under a multivariate au-
toregressive model obtained from the original system, by setting all
irrelevant associations (autoregressive coefficients) to zero, i.e., all
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other associations except the one corresponding to the particular direct
and directional influence of interest from Xi towards Xj. Unlike the
correlation, iCoh is not symmetric and distinguishes between direct and
indirect causal information flow, so capturing directed influences be-
tween the variables.

Pascual-Marqui et al. (2014a, 2014b) have shown in simulations
and real data that iCoh is comparable to other types of causal in-
formation flow measurements like the popular Partial Directed Co-
herence (PDC) (Baccala and Sameshima, 2001), currently the most
widely used method to measure effective brain connectivity. In general,
iCoh exhibited a better performance than PDC to capture the real pat-
terns of connectivity dominating a complex system.

iCoh has also been successfully used in resting-state EEG functional
connectivity of different phases in migraine patients (Cao et al., 2016);
to investigate causal transcallosal information transfer during auditory
perception of simultaneous auditive stimulation of left and right ears
(Steinmann et al., 2018); analysis of causal top-down signal transmis-
sion and hyper connectivity in auditory-visual synesthesia in EEG
resting state (Brauchli et al., 2018); and to assess resting EEG effective
connectivity differences of sleep onset transitions in humans before and
after sleep deprivation (Fernandez Guerrero and Achermann, 2018). In
all the previously cited papers, iCoh was used to successfully corrobo-
rate with novel findings, previous hypothesis about brain connectivity,
which had not been yet proved with neurophysiological data. For more
details and examples of the iCoh connectivity measure, see Pascual-
Marqui et al. (2014a, 2014b). In what follows, we will simply call this
method as causality analysis.

All calculations performed in this work were done by inhouse
software developed in Matlab. However, the codes for sLoreta and iCoh
have been repeatedly tested versus the results produced by the Loreta
toolbox (Pascual-Marqui, 2002) and they produce the same results. The
algorithm for unmixing the signals at the sources explained in Section
2.4.3 has not been included in the Loreta toolbox. All the code used
here, together with an example of its use, can be found publicly
available at https://figshare.com/articles/unmixing_test_m/6223778.

2.4.5. Statistical analysis
To assess statistical differences in the EEG connectivity between the

two groups, a linear mixed effect (LME) model was applied.
Specifically, for this analysis, we averaged the iCoh matrices of all
epochs belonging to one subject, using the “median” function. After
this, we kept 43 iCoh matrices for the NSRD group and 184 for the DD
group. We used the LME model implemented in SURFSTAT (Worsley
et al., 2009) to test group differences.

LME accounts for a mixed model of random and non-random effects.
We specified “subject” as a random factor in the LME model to take into
consideration repeated intrasubject data, and “group” as a non-random,
fixed factor. Although the groups were unbalanced in number, they
were well balanced by age. Nevertheless, we additionally considered
the model including “age” as a non-random factor and the interactions
between “age” and “group”. The analysis did not show significant
contributions of these latter factors, so we finally considered the model
which included only the non-random factor “group”, which has the
additional advantage of dealing with a smaller number of parameters.
The response variables in the model consist of the iCoh values between
each pair of ROIs, at each frequency. In our case, we used a span of 32
frequency bins, from 1.5 to 45 Hz. Thus, the total number of response
variables to be analyzed was 8704, which were analyzed individually
through its corresponding LME model.

The permutations technique (Galan et al., 1994) was used to correct
the thresholds of statistical significance for the high number of statis-
tical comparisons.

To facilitate the report of the results we summarized them by fre-
quency bands in the following way:

Delta (ɗ) Theta (θ) Alpha (α) Beta 1 (β1) Beta 2 (β2) Gamma (ץ)

1.5–3.5 Hz 4–7.5 Hz 8–12.5 Hz 13–20 Hz 20.5–35 Hz 35.5–45 Hz

Fig. 1 presents a summarized schematic diagram of the metho-
dology steps.

3. Results

Thirty epochs of artifact free EEG were analyzed for 184 DD and 43
RR subjects according to the procedure described in Section 2.4.4.

To briefly illustrate the quality of the data that were analyzed, we
provide additional plots as Supplementary Material. These plots show
the mean EEG spectra and their standard deviation for each electrode at
the scalp and each of the 17 ROIs selected for analysis for each group.
Visual comparison between the two groups is also provided. These plots
are not directly related to the purpose of this work, since we are not
assessing group differences in spectral amplitudes or localizations but
connectivity among different brain regions, which have already been
reported in Bosch-Bayard et al. (2018). However, they are useful and
easy to understand because this type of information is familiar in EEG
research.

Table 1 shows the results of the significant t-student-tests of the
brain regions correlations between subjects with DD and subjects with
NSRD, after threshold correction by permutations. This result corre-
sponds to the step f) of the procedure described in Section 2.4.4.

According to this table, many significant differences show a nega-
tive t-test, which indicates that the correlations are greater in the NSRD
group. Additionally, many of the differences occur inter-hemispherical.
Inside each hemisphere most of the differences appear in the right
hemisphere.

3.1. Causality analysis

For the causality analysis, we reduced the number of ROIs to 17,
according to Section 2.4.4. Based on the correlations results and con-
sidering that we were interested in describing differences between DD
and NSRD groups, we selected those ROIs from Table 1 giving priority
to those structures involved in reading disabilities.

In this case, we selected in the left hemisphere: calcarine sulcus,
paracentral lobule, supramarginal gyrus, middle cingulum, and ro-
landic operculum. In the right hemisphere: postcentral area, lingual
gyrus, inferior parietal gyrus, superior parietal gyrus, fusiform gyrus,
superior frontal gyrus, paracentral lobule, rolandic operculum, middle
cingulum, supramarginal gyrus, angular gyrus, temporal superior gyrus
and supplementary motor area. Fig. 2 shows the distribution of the 17
ROIs in the gray matter.

We then reduced our data to those areas and performed the steps
described in Sections 2.4.4 to 2.4.5. This procedure produced the
causality results that are shown in Fig. 3, which is constructed from the
statistical analysis of the iCoh measurements. To highlight the most
significant changes between the two groups, we present the significant
differences in connectivity at a threshold of 0.01, corrected by per-
mutations in Table 2 and Fig. 3.

We additionally present a 3D view over the brain representation of
the connectivity separated by bands in Fig. 4.

Table 2 shows significant differences of iCoh resulting from LME
analysis of the causal Information flow among the 17 ROIs. The in-
formation flow goes from ROI 1 to ROI 2. Positive numbers mean
greater connectivity in the DD group, while negative numbers mean
greater connectivity in the NSRD group. The results are summarized by
frequency bands as indicated in each column of the table.

In Fig. 2 the differences in connectivity are direct and directed.
Therefore, it is possible to give a direction to the arrows. The arrows in
red color between two structures indicate a significantly higher flow of
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information in the DD group; the blue arrows indicate a significant
higher flow of information between two structures in the NSRD. The
Greek letters in the lines show the frequency bands in which the sig-
nificant differences were found.

Two very important areas perform as hubs in the information flow:
one is the left calcarine sulcus, which is more active in the DD group
and the second is the left rolandic operculum, which is more active in
the NSRD group.

In the DD group, the calcarine sulcus is sending information to the
right postcentral gyrus, the left paracentral gyrus, the right angular
gyrus and the right supplementary motor area. This flow of information
occurs in almost all frequency bands, including delta and theta band.
Slow connections may indicate less efficient or even pathological in-
formation flow.

On the contrary, there is another network that develops entirely
within the right hemisphere almost exclusively in the beta1 band from
the right fusiform gyrus, which shows two predominant pathways: a) to
the right post-central gyrus and b) to the right inferior parietal gyrus
which are both, in turn connected to the left rolandic operculum. The
right inferior parietal gyrus is also connected with the right supra-
marginal gyrus and the left rolandic operculum.

In the NSRD group the information flow occurs predominantly in

the high frequency bands beta1, beta2 and gamma. The core of this
communication seems to be the left rolandic operculum which is more
connected with the right inferior and superior parietal gyrus, the right
angular gyrus, the right fusiform gyrus, the left calcarine sulcus and the
left paracentral lobule which is, in turn, connected with the right an-
gular gyrus.

At the threshold of 0.01, no significant differences appear between
the right frontal, right supplementary motor area, right postcentral and
right supramarginal gyrus.

4. Discussion

For the first-time using EEG brain connectivity, we can assess, in
dysphonetic dyslexia and non-specific reading delay the causal flow of
information among several important brain areas involved in the
reading processes. This may contribute to shade light about the dif-
ferences of information processing between these two groups with
different degree of reading disabilities.

This analysis goes beyond than simply calculating correlations
among sources, which is neither able to differentiate direct from in-
direct connections, nor to detect which structure is sending information
and which structure is receiving.

Fig. 1. A schematic diagram of the methodology presented in Section 2.4.
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Additionally, it has been used for the first time an algorithm to
unmix the signals at the sources, which eliminates spurious connections
that still remain at the estimated sources after the application of an
inverse solution method, such as sLoreta.

Our causality results show a more active connectivity in DD group
from the left calcarine sulcus and the right lingual gyrus, which are part
of the visual system, to other regions of the brain.

It is interesting to note that the significant differences associated to
connections flowing from the left calcarine occur in almost all fre-
quency bands, but primarily in the delta band to the right postcentral,

the right supplementary motor area and the left paracentral lobule.
These are almost the only connections that occur in the delta band. We
hypothesize that delta band may be associated to less efficient, dys-
functional or even pathological connections.

Visual inspection of EEG have revealed that the most common EEG
abnormality is an increased generalized EEG slowing, associated with
poor EEG rhythm, low-voltage background rhythms, high amplitude
atypical alpha, abnormal focal paroxysmal activity, excess focal delta,
persistent delta asymmetry, and excessive EEG response to hy-
perventilation (Hughes, 1978; Byring and Jarvilehto, 1985; Becker

Table 1
Significant differences in correlations between D D and NS RD groups, atp=0.05, corrected by permutations.

Brain Region 1 Brain Region 2 ttest Brain Region 1 Brain Region 2 ttest

Precentral_R Paracentral_Lobule_L -3.68 H ippocampus_R Cuneus_R -2.64
Calcarine_R Parietal_Inf_R 3.54 Cuneus_R Occipital Mid_R -2.61
Postcentral_R Cingulum_Mid_L -3.50 Occipital_Mid_R SupraMarginal_R 2.60
Cingulum_Mid_L Paracentral_Lobule_L -3.36 Hippocampus_L Paracentral_Lobule_L 2.58
Supp Motor_Area_R Paracentral_Lobule_L 3.22 Frontal_Mid_R Cingulum_Mid_L -2.57
Precentral_R Cingulum_Mid_L -3.20 Parietal_Inf_R Calcarine_L 2.55
SupraMarginal_R Paracentral_Lobule_L -3.14 Frontal_Mid_R Paracentral_Lobule_L -2.55
Frontal_Sup_R Paracentral_Lobule_L -3.06 Precentral_R Frontal_Sup_R -2.54
Frontal_Inf_Orb_L Occipital_Inf_L -2.98 Cingulum_Mid_L Hippocampus_L 2.54
Temporal_Sup_R Paracentral_Lobule_L -2.97 Cuneus_R Temporal_Pole_Sup_R 2.53
Frontal_Sup_Medial_L Paracentral_Lobule_L -2.95 Amygdala_R Cuneus_R 2.53
Angular_R Frontal_Mid_Orb_L 2.93 Temporal_Pole_Sup_R Cingulum_Ant_L -2.52
Fusiform_R ParaHippocampal_L 2.92 Angular_R Temporal_Mid_R 2.52
Olfactory_R ParaHippocampal_L 2.82 Amygdala_R Occipital_Sup_L 2.51
Postcentral_R Paracentral_Lobule_L -2.80 Frontal_Inf_Tri_R Paracentral_Lobule_L -2.51
Frontal_Sup_R Cingulum_Mid_L -2.80 Rolandic_Oper_R Occipital_Inf_L -2.51
Parietal_Sup_R Parietal_Inf_R -2.79 Occipital_Mid_R Precuneus_R -2.50
Frontal_Inf_Oper_R Paracentral_Lobule_L -2.76 Temporal_Pole_Sup_R ParaHippocampal_L -2.49
Frontal_Mid_R Cuneus_R 2.75 Paracentral_Lobule_R Paracentral_Lobule_L 2.49
Precentral_R Insula_L 2.74 Olfactory_R Paracentral_Lobule_L 2.49
Frontal_Sup_R Cuneus_R 2.73 Parietal Inf_R Frontal_Sup_Orb_L 2.47
Angular_R Frontal_Sup_Orb_L 2.72 Parietal Sup_R Angular_R -2.47
Cingulum_Post_R Cingulum_Ant_L 2.68 H ippocampus_L ParaHippocampal_L 2.45
Frontal_Inf_Orb_R Parietal_Inf_R 2.67 Precentral_R Cingulum_Ant_L -2.45

Fig. 2. Distribution of the 17 selected ROIs in the gray matter. The areas were selected by the data driven algorithm explained in Section 2.4.3. Only 4 ROIs were
selected in the left hemisphere: paracentral lobule, supramarginal gyrus, middle cingulum, rolandic operculum and calcarine sulcus. Most of the ROIs were selected
in the right hemisphere: postcentral area, inferior parietal gyrus, superior parietal gyrus, superior frontal gyrus, paracentral lobule, rolandic operculum, middle
cingulum, supramarginal gyrus, angular gyrus, supplementary motor area, fusiform gyrus, temporal superior gyrus and lingual gyrus. Note that many of the ROIs are
concentrated in the right parietal l obe. The different colors of the ROIs are only used to enhance visual inspection. The image was obtained using the BrainNet
Viewer toolbox (Xia et al., 2013, http://www.nitrc.org/projects/bnv/).
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et al., 1987; Byring et al., 1991). QEEG studies of eyes-closed resting
EEG in dyslexic children showed a relative increase in low frequency
(delta and theta) and a decrease in higher frequency activity (in par-
ticular alpha band) primarily in the left parieto-occipital area (John,
1981). QEEG abnormalities have also been shown to be directly related
to academic performance carefully documented in both reading and
writing. Harmony (1988) and Harmony et al. (1990) demonstrated that
increased delta and/or theta power and decreased alpha power were
associated with a poor educational evaluation; theta excess with alpha
deficit was described as reflecting maturational lag, whereas delta ex-
cess indicated cerebral dysfunction (Harmony et al., 1990). More re-
cently Arns et al. (2007) showed that dyslexics had increased slow
activity (delta and theta) in the frontal and right temporal regions of the
brain and increased beta1 specifically at F7. EEG coherence was in-
creased in the frontal, central and temporal regions for all frequency

bands. Furthermore, a symmetric increase in coherence for the lower
frequency bands (delta and theta) and a specific right-temporo-central
increase in coherence for the higher frequency bands (alpha and beta)
was also present.

Also, the right lingual gyrus in DD group sends more information to
the right parietal superior area than NSRD group. Contrary to the above
areas this flow of information happens only in the beta1 band. The right
lingual gyrus plays a significant role in the reading process (Mechelli
et al., 2000). It is an area of the medial occipito-temporal gyrus that is
linked to the visual processes, color vision (Lueck et al., 1989; Corbetta
et al., 1991; Zeki et al., 1991) and identification and recognition of
words (Mechelli et al., 2000; Price et al., 1994; Bookheimer et al.,
1995).

It may be interpreted as that the dysphonetic children tend to rely
more on their visual abilities for reading words instead of their spelling

Fig. 3. iCoh differences between dysphonetic dyslexia and non-specific reading delay. Arrows in red color indicate that the iCoh information flow between two areas
is higher in the DD group than in the NSRD group. Arrows in blue color indicate that the information flow between two areas is higher in NSRD group than in the DD
group. In each line, there are annotated the frequency bands in which the differences were more significant.

Table 2
Significant differences of iCoh, obtained from the LME among the 17 ROIs. The information flow goes from ROI 1 to ROI 2. Positive numbers mean greater
connectivity in the DD group, while negative numbers mean greater connectivity in the NSRD group. The results are summarized by frequency bands as indicated in
each column of the table.

ROI 1 ROI 2 Delta(δ) Theta(θ) Alpha(α) Beta1(β1) Beta2(β2) Gamma (ץ) Total

1.5-3.5 Hz 4-7.5 Hz 8-12.5 Hz 13-20 Hz 20.5-35 Hz 35.5-5 Hz 1.5-5 Hz

Calcarine_L Postcentral_R 1.79 1.88 1.73 1.8
Calcarine_L Paracentral_Lob_L 2.07 2.18 2.02 1.91 1.81 1.97
Calcarine_L Angular_R 1.84 1.92 1.88
Calcarine_L Supp_Motor_Area_R 2.44 2.46 2.46 2.06 1.73 2.2
Postcentral_R Rolandic_Oper_L 1.75 1.75
Lingual_R Parietal_Inf_R 1.85 1.85
Paracentral_Lob_L Angular_R -2.03 -2.06 -2.03
Parietal_Inf_R Rolandic_Oper_L 1.72 1.72 1.82 1.8
Parietal_Inf_R Supra_Marginal_R 1.82 1.82
Fusiform_R Postcentral_R 1.71 1.71
Fusiform_R Parietal_Inf_R 1.74 1.74
Fusiform_R Paracentral_Lob_R -1.98 -1.98
Paracentral_Lob_R Rolandic_Oper_L 1.73 1.71 1.73 1.73
Rolandic_Oper_L Calcarine_L -2.04 -2.09 -2.43 -2.38 -2.33
Rolandic_Oper_L Postcentral_R -2.03 -2.03
Rolandic_Oper_L Paracentral_Lob_L -2.04 -2.04
Rolandic_Oper_L Parietal_Inf_R -2.07 -2.01 -2.06
Rolandic_Oper_L Parietal_Sup_R -2-04 -1.99 -2.02
Rolandic_Oper_L Angular_R -2 -2.0
Rolandic_Oper_L Fusiform_R -2.17 -1.97 -2.15
Rolandic_Oper_L Cingulum_Mid_L -2.25 -2.18 -2.22
Rolandic_Oper_L Cingulum_Mid_L -2.3 -2.2 -2.2
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skills, according to Boder's assumption. This neurophysiological pattern
is present even when a child is not involved in reading tasks but is in a
quiet condition like recording an eyes closed resting EEG.

Boder's model of dyslexia proposes dyslexia as the result of an al-
tered dynamic interplay between the auditory and visual areas involved
in the reading process. Boder proposed that DD subjects tend to read
words globally using the visual channel considered more efficient. They
read the word as a gestalt rather than using analytical phonological
processes. In fact, the most common misreadings are gestalt substitu-
tions where the visual structure of the word is clearly recognizable, for
the length of the word and the initial and final syllable, omitting often
the central syllable.

Therefore, our results may be considered the first neurophysiolo-
gical confirmation of the Boder's model using EEG signals at rest.

The only connection coming out from the left calcarine which does
not involve delta band is towards the right angular gyrus which occurs
in the theta and alpha band. The angular gyrus, together with the right
supramarginal gyrus, forms a complex that receives somatosensory,
visual and auditory inputs from the brain. They are believed to work
together to link the words with their meaning, as a “neural mediator” of
words and other meaningful symbols accessed through the visual
system. It has been shown that the angular gyrus is active during nu-
merous verbal tasks (Zatorre et al., 1996; Diamagnet et al., 1994a), less
active in dyslexics during rhyme detection (Rumsey et al., 1992) and
more active in dyslexics during orthographic identification (Flowers
et al., 1991).

In this work we also found that the DD group sends increased sig-
nificant connections from the right inferior parietal gyrus to the right
supramarginal gyrus (Brodmann area 40), which is a portion of the
parietal lobe that has been related with language perception and pro-
cessing (Gazzaniga et al., 2009). In turn the right inferior parietal gyrus

receives more information from the right fusiform gyrus. This gyrus
shows a greater activation in dyslexics during pronouncing or identi-
fying phonologically regular non words (Kiyosawa et al., 1996;
Diamagnet et al., 1994b).

In the NSRD group, the left rolandic operculum is much active than
in the DD group. It is important to note that all connections coming out
from the rolandic operculum occur in the beta and gamma bands.
Improvements in the beta band at the posterior sites have been found in
a group of dyslexic children, after receiving phonological training for
six months (Penolazzi et al., 2010). Those children showed an increase
of reading speed and a decrease in the number of errors during the
reading process. Therefore, we hypothesize that connections in these
frequency bands are most efficient, or more related to normal neuro-
physiological activity. Additionally, the left rolandic operculum had
increased connectivity to structures in the right hemisphere (inferior
and superior parietal gyrus, fusiform gyrus, angular and postcentral
gyrus).

In a group of healthy children, Nakamichi et al. (2018) using near
infrared spectroscopy (NIRS) found that the left rolandic operculum
was involved in the phonological processing and articulation planning
and execution of language. The children underwent two language tasks.
In the task where they showed the best performance, they had more
activations in the following areas: (i) the ventral sensory-motor cortex,
including the rolandic operculum, precentral gyrus, and postcentral
gyrus, (ii) the dorsal sensory-motor cortex, including the precentral and
postcentral gyri, (iii) the opercular part of the inferior frontal gyrus, (iv)
the temporal cortex, including the superior temporal gyrus, and (v) the
inferior parietal lobe, including the supramarginal and angular gyri.

A further observation can be made about interhemispheric con-
nectivity. The increased connectivity in the DD group from the left
calcarine sulcus to the right postcentral gyrus and the right

Fig. 4. Significant differences in functional connectivity between DD and NSRD groups summarized by bands, obtained by the iCoh procedure for p= 0.01, corrected
by permutations. Negative values (blue colors) mean that the connectivity marked by the arrow is greater in the NSRD group. Positive values (read and yellow
palette), on the contrary mean that the connectivity is greater in the DD group. Note that the arrows indicate the direction of the causal influence. Most of the blue
arrows appear in the Beta 2 and Gamma band, which may indicate that the Left Rolandic Operculum behaves as a hub sending more information to a big number of
structures in the NSRD group. The Left Calcarine sulcus is very active in the DD group sending information to parietal and temporal areas bilaterally in Delta, Theta
and Alpha.
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supplementary motor area in the slow frequency bands may be in re-
lation to the balance model described by Bakker (Bakker, 1992).

He described dyslexia as a sort of “failure” in the interhemispheric
connection that would bring to two types of dyslexia. Premature re-
liance on left-hemispheric reading strategies may result in L-type dys-
lexia (L-type = linguistic type), which corresponds to Boder's dysei-
detic dyslexia (Boder, 1973), characterized by a slow and syllabicating
style of reading. On the contrary using right hemisphere reading stra-
tegies results in P-type dyslexia (P-type = perceptual type), which
corresponds to Boder's dysphonetic dyslexia characterized by fast and
inaccurate reading.

The difference between the two models lies in relation to a different
denomination criterion. While the Boder's subtypes are named in ac-
cordance with the deficient function that is the cognitive domain which
is functionally weak, the Bakker's subtypes are named according to the
vicarious function that is the cognitive domain which is functionally
preserved.

The increased connectivity from left rolandic operculum to right
angular gyrus, superior and inferior parietal gyrus, right postcentral
gyrus and right fusiform gyrus in the beta and gamma band, may ex-
plain why the NSRD group is more efficient than the DD in the reading
process, since those structures play important roles during the execu-
tion of reading tasks. In this case, it is important to note that DD chil-
dren have augmented flow of information from the left calcarine sulcus
to the right angular gyrus in theta and alpha, while in the NSRD group
there is a connection from the left paracentral lobule to the right an-
gular gyrus in the alpha and beta1 bands. This fact, according to our
hypothesis may indicate a more efficient connection to the angular
gyrus in NSRD than in DD group. The participation of the angular gyrus
in the reading process has been commented above.

The right and left paracentral lobules are highly involved in the
information flow differences between DD and NSRD. The paracentral
lobule is in the medial surface of the hemisphere, includes portions of
the frontal and parietal lobes and it is the continuation of the precentral
and postcentral gyri. The anterior portion of the paracentral lobule is
often referred to as the supplementary motor area. This area receives
from the left calcarine sulcus a significant higher flow of information in
all frequency bands in comparison to NSRD group. Involvement of the
motor areas in dyslexic subjects was described by Chiarenza et al.
(1982) and Chiarenza (1990) recording the movement related poten-
tials. From the analysis of these potentials Chiarenza (1990) concluded
that dyslexic children besides being slow and not very accurate, present
a deficit of programming movements, a deficit of visual and kinesthetic
sensory integration and a reduced capacity to evaluate their perfor-
mance and correct their errors.

Notably, there were no significant differences between the groups
involving the right temporal superior and frontal superior gyri. Since
these are structures related to the reading process, to our understanding
it means that there are no differences between the two groups in the
way the process the information in those structures, which is also an-
other relevant finding.

These results are consistent with our previous study conducted on
the same subjects. We combined the reading and writing performance
of the DTRS with the QEEG and subjected them to the Stability based
Biomarkers identification methodology in order to identify which
variables were able to differentiate the DD subjects from the NSRDs.
The variables associated to phonological processes of the reading test
were not selected in the classification equation. On the contrary dys-
phonetic and dyseidetic errors during the writing were selected in the
classification equation (Bosch-Bayard et al., 2018). These subjects
showed difficulties when they had to convert the visual string of a word
in a sequence of motor acts.

5. Limitations and future work

5.1. Validity of estimating primary current at the sources from a 19-
electrodes EEG recording

The issue of estimating the distribution of the primary currents at
the sources using a low-density electrodes array EEG has been widely
discussed in the past. Comprehensive discussions of this issue have been
published elsewhere (Grech et al., 2008; Michel and Brunet, 2019;
Ryynänen et al., 2004; Song et al., 2015). In general terms, the two
main factors affected by the number of electrodes are the localization
error and the point-spread function (PSF) of the estimation at the
sources. However, these two parameters do not depend only on the
density of the electrodes array but also on the level of noise in the data,
the deepness of the sources and the scalp thickness. It has been de-
monstrated that the PSF decreases with a higher number of electrodes,
while a small number of electrodes produce very blurred solutions.
However, to get advantage of high-density electrodes array it is ne-
cessary to have good quality data. As the noise in the data increases, the
advantage of having higher electrode arrays decreases (Ryynänen et al.,
2004). In terms of localization error, it also depends on the inverse
solution method: while sLoreta produces very blurred solutions, with
one of the poorest PSF, the use of 19 electrode channels array does not
affect its zero-localization error property.

Additionally, a recent review (Asadzadeh et al., 2019) of EEG in-
verse methods has found that sLoreta and Loreta are the most popular
inverse methods used in the literature. At this point we should em-
phasize that after applying our unmixing algorithm, the localization
error becomes zero for all unmixed sources, independently of the linear
inverse method used (Biscay et al., 2018).

Another important point to mention is that the inverse solutions are
not only affected by the number of electrodes but also for their dis-
tribution all over the scalp. Regarding the 10–20 system, it does not
include electrodes over the inferior part of the head which can lead to
mis-localization of activities originating from the mesial temporal lobe
(Michel and Brunet, 2019).

One should recall that not always a higher number of electrodes
means better performance. With very dense electrode arrays, the
technical difficulties to get a clean recording increase, as well as the
possibility of obtaining lower quality recordings and more artifacts.
Also, the risk of having saline bridges and spurious hyper correlations
increases. Many studies conclude that electrode arrays between 32 and
64 are more recommended than 128 and 256 electrodes systems.

A search in Google Scholar for “sLoreta” and “10-20 EEG system”
produced>100 results (Babiloni et al., 2004; Eugene et al., 2015;
Imperatori et al., 2014). This is an evidence that the number of elec-
trodes affect but is not the most critical factor. (Michel and Brunet,
2019) say that “Even with<32 electrodes, source localization allows
to gain valuable insight about the underlying sources, particularly in
applications with well-defined focal activity such as epileptic spikes”.
Anyway, we are conscious that higher density EEG recordings may
benefit our findings. However, we should also add that the results we
have presented in this work are those which exhibited significant dif-
ferences at a level of 0.01 threshold after correcting by multi-compar-
isons, which is a strong statistical result.

5.2. iCoh as acausal information flow measurement

The isolated effective coherence (iCoh) Pascual-Marqui et al.
(2014a, 2014b) is a relatively new technique. It has been shown both in
simulations as well as in real data to achieve better performance than
the most popular method currently used for EEG effective connectivity,
the Partial Directed Coherence (PDC) (Baccala and Sameshima, 2001).
It has also been successfully used in different EEG functional con-
nectivity research, as compiled in Section 2.4.4. At the moment of
writing this paper, the method has 51 citations in Google Scholar.
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However, additional research to assess its validity in more EEG sce-
narios will increase the understanding of this technology.

5.3. Summarizing the information using the AAL brain segmentation

Another point in this paper which may be controversial is the use of
the AAL segmentation to summarize the information by brain regions
instead of individual sources. Some AAL regions are large so providing a
coarse segmentation of the brain. Calculating the average of many
sources in the same region implies the possibility of losing real acti-
vations in small areas of the region, which are masked by the average of
the whole region. But it is not a real risk of creating spurious correla-
tions. In this sense, we may be losing possible connected areas rather
than creating non existing ones. This possibility may be attenuated by
using other finer brain segmentation which divides the brain in smaller
regions. This issue may affect the correlation analysis, which is only
used for obtaining the areas with higher connectivity differences.
However, for the causality analysis we do not average the whole region,
but we find the sources with the highest correlations within the region
and then define a small ROI around them. Nevertheless, this is an aspect
that can be improved in our future work.

5.4. Comparisons against a sample of functionally healthy children

Finally, although the results of comparing the functional brain
connectivity between dysphonetic dyslexia and non-specific reading
delay children are quite interesting, it would be very important to
compare these two groups with other subtypes of dyslexia and a group
of functionally healthy children. We are in the process of collecting
samples of functionally healthy children, as well as samples of children
with dyseidetic and mixed dyslexia subtypes to complete our compar-
isons.

6. Conclusions

In conclusion, we may affirm that this study represents the first
attempt to demonstrate which type of EEG connectivity exists in dys-
lexic subjects using the classification in subtypes proposed by Boder's
model. The results show different neurophysiological patterns in DD
subjects and in NSRD subjects. This different pattern is also clinically
confirmed by applying the direct reading and writing test. These results
need further confirmation by applying this method to other dyslexia
subtypes such as dyseidetic and mixed (dysphonetic+ dyseidetic). The
fact that these differences were found in a resting EEG should not be
underestimated. It could therefore be said that there is a basic neuro-
physiological condition that distinguishes these two groups. Reading
tasks have already highlighted differences in reading related potentials
between dysphonetic and normal subjects (Casarotto et al., 2007a,
2007b; Chiarenza et al., 2013; Chiarenza, 2017). The use of these new
methodologies during activation tasks could further confirm the ex-
istence of these subtypes and further validate the Boder's model. The
brain areas involved in the reading process are certainly much more
numerous than those described in this work. However, we assume that
the description of dynamic connectivity processes even in a resting EEG
in dyslexic subjects can be immediately useful not only for research but
also for clinical purposes, like evaluating how different rehabilitation
strategies, i.e. speech therapy and neurofeedback, impact on the brain
connectivity in these groups of subjects.

Appendix A. Supplementary data

Supplementary data to this article can be found online at https://
doi.org/10.1016/j.ijpsycho.2020.04.021.
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